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XCP-3, LANLMCNP & the "Kord Smith Challenge"

Pin Powers & Std.Dev Assembly Power 
& Std.DevAxial Mid Top

Keff & Hsrc Convergence

200M neutrons
Mac Pro, 8 cpu
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• Some preliminary findings

– MC21
• See talk at PHYSOR-2010 by Kelly, Sutton, Trumbull, Dobreff
• Roughly  6M neutrons/hr per cpu on Linux cluster
• 69 G neutrons per day on 400-cpu Linux cluster

– MCNP5
• Demo calculations, to help with problem specs & MCNP input
• Roughly 3M neutrons/hr per cpu on Mac
• .6 G neutrons per day on 8-cpu deskside Mac
• Cluster results TBD
• Runs easily on laptop or deskside computer    (just not fast enough)
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• Trends
– 1990s - teraflops,  ~103 processors, clusters,  homogeneous
– 2000s - petaflops, ~104 processors, clusters,  multicore,  heterogeneous
– 2010s - exaflops,  ?????

• Power limits require new architecture for exaflop systems
– Theme of 2009 Salishan conference
– 106 - 109 processors, clusters, multicore, heterogeneous
– Reduced   memory/cpu
– Possible limitations on node connectivity

• LANL Monte Carlo transport codes
– MCNP

• Hierarchical parallelism on particles,   MPI + threads,    works well
• Limitation:    memory - must replicate problem on each node

– MC++,  IMC
• Domain decomposition,   MPI only,   move particles among nodes
• Limitation:    load imbalances,  poor scaling for many problems
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• Future Exaflop systems may have 1 M  to 1 G cpu-cores
– None of todayʼs MC transport codes can use that many cpu-cores in a

single large job
– The only way to fully utilize the massive parallelism on exaflop systems with

todayʼs software is to run many 1000s or more parallel jobs

• Parameter Studies
– Many 1000s of parallel jobs are run with different combinations of code

input parameters to span the phase space of a multidimensional problem
• Uncertainty Quantification

– Very many individual code input parameters are varied in separate
calculations to assess the sensitivity of problem results to uncertainties in
the code input parameters and then estimate the overall uncertainty on
calculation of a physical problem

– Many 1000s of parallel jobs

• Pflop & Eflop computers could enable routine use of parameter studies &
uncertainty quantification, turning around 1000s of parallel jobs in < 1 hr
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If a Monte Carlo problem is too large to fit into memory of a single
processor

– Need periodic synchronization to interchange particles among nodes
– Use message-passing (MPI) to interchange particles

➜ Domain decomposition is often used when the entire problem will not
fit in the memory of a single SMP node

Collect
Problem
Results

Decompose
problem into

spatial domains

Follow histories in each
domain in parallel,

move particles to new
domains as needed
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• Inherent parallelism is on particles
– Scales well for all problems

• Domain decomposition
– Spatial domains on different processors
– Scales OK for Keff or α calculations,

where particle distribution among domains is roughly uniform
– Does not scale for time-dependent problems

due to severe load imbalances among domains

• Domain decomposition - scaling with N processors
– Best: performance ~ N  (uniform distribution of particles)
– Worst: performance ~ 1   (localized distribution of particles)
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• Data is distributed by domain decomposition,
but parallelism is on particles

• Solution ?
Parallel on particles  +  distributed data

• Particle parallelism + Data Decomposition
– Existing parallel algorithm for particles
– Distribute data among processor nodes
– Fetch the data to the particles as needed (dynamic)

– Essentially same approach as used many years ago for CDC (LCM) or
CRAY (SSD) machines

– Scales well for all problems (but slower)

See talk by Paul Romano - “Towards Scalable Parallelism in Monte Carlo Particle
Transport Codes Using Remote Memory Access”, SNA+MC 2010
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• Particle parallelism + data decomposition -- logical view:

• Mapping of logical processes onto compute nodes is flexible:
– Could map particle & data processes to different compute nodes
– Could map particle & data processes to same      compute nodes

• Can replicate data nodes if contention arises
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• Particle parallelism + data decomposition

Entire physical problem

Particle Node Particle Node

Local copies of data for
particle neighborhood

Data Node Data Node Data Node Data Node
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• History modifications for data decomposition
source

while   wgt > cutoff

. compute distances & keep minimum:

.  dist-to-boundary

.  dist-to-time-cutoff

.  dist-to-collision

.  dist-to-data-domain-boundary

. move particle

. pathlength tallies

. if    distance == dist-to-data-domain-boundary

. fetch new data

. collision physics

. roulette & split

. . .
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• Data windows & algorithm tuning
– Defining the "particle neighborhood" is an art
– Anticipating the flight path can guide the

pre-fetching of blocks of data
– Tuning parameters:

• How much data to fetch ?
• Data extent vs. particle direction ?

• Examples

Entire physical problem
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For Monte Carlo problems which can fit in memory:

• Concurrent scalar jobs - ideal for Linux clusters

• Master/slave parallel algorithm (replication) works well
– Load-balancing: Self-scheduling
– Fault-tolerance: Periodic rendezvous
– Random numbers: Easy, with LCG & fast skip-ahead algorithm
– Tallies: Use OpenMP "critical sections"
– Scaling: Simple model, more histories/slave + fewer rendezvous
– Hierarchical: Master/slave MPI, OpenMP threaded slaves
– Portability: MPI/OpenMP, clusters of anything

For Monte Carlo problems too large to fit in memory:

• Spatial domain decomposition (with some replication) can work for some
problems

• Particle parallelism + data decomposition is a promising approach which
should scale for all problems
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